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Abstract
In this paper, the economic load dispatch (ELD) problem which is an important problem in electrical engineering is tackled 
using a hybrid sine cosine algorithm (SCA) in a form of memetic technique. ELD is tackled by assigning a set of generation 
units with a minimum fuel costs to generate predefined load demand with accordance to a set of equality and inequality 
constraints. SCA is a recent population based optimizer turned towards the optimal solution using a mathematical-based 
model based on sine and cosine trigonometric functions. As other optimization methods, SCA has main shortcoming in 
exploitation process when a non-linear constraints problem like ELD is tackled. Therefore, �-hill climbing optimizer, a recent 
local search algorithm, is hybridized as a new operator in SCA to empower its exploitation capability to tackle ELD. The 
proposed hybrid algorithm is abbreviated as SCA-� HC which is evaluated using two sets of real-world generation cases: (i) 
3-units, two versions of 13-units, and 40-units, with neglected Ramp Rate Limits and Prohibited Operating Zones constraints. 
(ii) 6-units and 15-units with Ramp Rate Limits and Prohibited Operating Zones constraints. The sensitivity analysis of the 
control parameters for SCA-� HC is initially studied. The results show that the performance of the SCA-� HC algorithm is 
increased by tuning its parameters in proper value. The comparative evaluation against several state-of-the-art methods show 
that the proposed method is able to produce new best results for some tested cases as well as the second-best for others. In 
a nutshell, hybridizing � HC optimizer as a new operator for SCA is very powerful algorithm for tackling ELD problems.

Keywords Economic load dispatch · Hybrid metaheuristics · Sine cosine algorithm · �-hill climbing optimizer · Power 
systems

1 Introduction

Economic load dispatch (ELD) is non-travail optimization 
problem in power system domain. It concerns with satisfying 
the generation load demand at minimum total fuel cost for 
a specific period of operation with respect to power-balance 

equality constraints and power-output inequality constraints 
with sometimes ramp rate limits and prohibited operating 
zones. ELD has been formulated as an optimization problem 
with non-linear, non-convex constrained features that cannot 
be easily manipulated by calculus-based methods (El-Keib 
et al. 1994; Panigrahi et al. 2012; Chen and Ding 2015). 

 * Mohammed A. Awadallah 
 ma.awadallah@alaqsa.edu.ps

 Mohammed Azmi Al-Betar 
 mohbetar@bau.edu.jo

 Raed Abu Zitar 
 raed.zitar@sorbonne.ae

 Khaled Assaleh 
 k.assaleh@ajman.ac.ae

1 Artificial Intelligence Research Center (AIRC), College 
of Engineering and Information Technology, Ajman 
University, Ajman, United Arab Emirates

2 Department of Information Technology, Al-Huson University 
College, Al-Balqa Applied University, Irbid, Jordan

3 Department of Computer Science, Al-Aqsa University, 
P.O. Box 4051, Gaza, Palestine

4 Artificial Intelligence Research Center (AIRC), Ajman 
University, Ajman, United Arab Emirates

5 Sorbonne University Center of Artificial Intelligence, 
Sorbonne University-Abu Dhabi, Abu Dhabi, 
United Arab Emirates

http://orcid.org/0000-0002-7815-8946
http://crossmark.crossref.org/dialog/?doi=10.1007/s12652-022-03731-1&domain=pdf


 M. A. Al-Betar et al.

1 3

Therefore, the approximation and constraint-handling are 
the most successful techniques in tackling such problem.

Among the approximation methods used intensively for 
ELD is metaheuristic-based approaches (Al-Betar et al. 
2018b). Metaheuristics are general optimization model 
can be adapted for a wide range of optimization problems. 
Metaheuristics are divided into two main categories due to 
the number of initial solutions: population-based algorithms 
and local search-based algorithms (Blum and Roli 2003). 
Population-based algorithms are very powerful in explo-
ration and weak in exploitation. Oppositely, local search 
based methods are very powerful in exploitation and weak 
in exploration (Al-Betar et al. 2014). In order to comple-
ment the advantages of both population and local search 
methods to provide a suitable trad-off between exploitation 
and exploration process, the hybridized mechanism is nor-
mally suggested (Blum et al. 2011). This type of hybridiza-
tion is called memetic algorithm (MA). In MA, the cultural 
selection mechanism in local search algorithms represented 
as meme is combined with the natural selection principle 
built up in the population-based framework represented as 
gene (Ong and Keane 2004). The meme behaves like a local/
individual improvement agent in cultural evolution. Both 
gene and meme reflect the natural and cultural selection for 
generality (gene) and problem-specificity (meme) (Ong et al. 
2006; Al-Betar et al. 2014).

The recent metaheuristic population-based algorithm 
called Sine Cosine Algorithm (SCA) has been established 
to utilize the Sine and cosine trigonometric functions fea-
tures for updating the solution (Mirjalili 2016b). It has a dis-
tinguished features over other population-based algorithms: 
Firstly, it has no derived values in the initial search, there-
fore, naive optimization users can use it easily. Secondly, 
it has intelligent operators that can iterativly accumulate 
a problem-specific knowledge making use of survival-of-
the-fittest principle through Sine and Cosine trigonometric 
functions. In a nutshell, it is simple in concepts, robust in its 
convergence behaviour, easy to use for any problem, sound 
and complete. Therefore, SCA has been widely deployed 
for many optimization problems like optimal power flow 
(Attia et al. 2018), feature selection (Sindhu et al. 2017), 
short-term hydrothermal scheduling (Das et  al. 2018), 
object tracking (Nenavath et al. 2018), image segmenta-
tion (Oliva et al. 2018), unit commitment problem (Reddy 
et al. 2018), automatic voltage regulator system (Hekimoğlu 
2019), loading margin stability in power system (Mahdad 
and Srairi 2018), the optimal design of a shell and tube 
evaporator (Turgut 2017), detection of pathological brain 
(Nayak et al. 2018), designing bend photonic crystal wave-
guides (Mirjalili et al. 2020), wireless sensor nodes localiser 
(Hamouda and Abohamama 2020), abrupt motion tracking 
(Zhang et al. 2020), optimal distributed generators alloca-
tion in radial distribution systems (Raut and Mishra 2020), 

nonlinear bilevel programming problems (Abo-Elnaga and 
El-Shorbagy 2020), traveling salesman problem (Tawhid and 
Savsani 2019), truss structures (Gholizadeh and Sojoudiza-
deh 2019), train multilayer perceptrons (Gupta and Deep 
2020), parameter optimization of support vector regression 
(Li et al. 2018), text categorization (Belazzoug et al. 2019), 
and etc.

SCA likes other population-based algorithm when dealing 
with real-world optimization problems with combinatorial 
nature and constrained features, it requires careful amend-
ments or hybridization with strong component from other 
heuristic algorithm to improve its performance (Gupta and 
Deep 2019a). Therefore, several modified versions of SCA 
such as: (i) hybridized with local-based algorithms (Chen 
et al. 2019; Liu et al. 2019; Tawhid and Savsani 2019), (ii) 
hybridized with other population-based algorithms (Nena-
vath and Jatoth 2018; Chegini et al. 2018), (iii) hybridized 
with other operators borrowed from other optimization algo-
rithms (Liu et al. 2019; Gupta and Deep 2019b), and (iv) 
modified its operators to be in line with the problem nature 
(Gupta and Deep 2019a; Sindhu et al. 2017; Long et al. 
2019; Chen et al. 2020). In particular, the SCA is integrated 
with gaussian local search and random mutation in order to 
enhance the diversity of the population (Liu et al. 2019). In 
Long et al. (2019), a new nonlinear conversion parameter 
based on gaussian function is introduced to strike a right bal-
ance between exploration and exploitation, and a modified 
position-updating equation is proposed to accelerate con-
vergence and avoid the problem of local optima. In another 
study, the SCA is combined with Nelder-Mead simplex con-
cept and the opposition-based learning scheme (Chen et al. 
2019). In this method, the Nelder-Mead simplex concept 
is used to enhance the exploitation, while opposition-based 
learning scheme is used to improve the diversification of 
the population.

As aforementioned, to improve the performance of the 
SCA to deals with ELD problem with constrained features, 
a successful local search-based algorithm can be hybridized 
with the SCA optimization framework as a new operator, 
thus the meme and gene concepts can be utilized. The recent 
local search-based algorithm introduced by Al-Betar (2017) 
is called �-hill climbing ( �HC) optimizer.

In principle, � HC optimizer is a local search-based 
algorithm initiated with a single solution. Iteratively, this 
solution is moved to its neighbouring solution using two 
operators: N -operator for neighbouring search and �-opera-
tor for exploration. The greedy selection mechanism is used 
to compete between the current and neighbouring solution. 
This process is repeated until the stop condition is met. 
The main advantages of this algorithm is its simplicity and 
easy-to-use. Through its maneuver behaviour of navigating 
the search space and escaping the local optima, � HC opti-
mizer has been successfully tailored and hybridized with 
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other population-based algorithms for many optimization 
problems such as examination timetabling (Al-Betar 2021), 
feature selection (Ghosh et al. 2020), ECG and EEG signal 
denoising (Alyasseri et al. 2018, 2017), Generating Substi-
tution-Boxes (Alzaidi et al. 2018), gene selection (Alomari 
et al. 2018b), economic load dispatch problem (Al-Betar 
et al. 2018a), multiple-reservoir scheduling (Alsukni et al. 
2019), Sudoku game (Al-Betar et al. 2017), text document 
clustering (Abualigah et al. 2017a, b), classification prob-
lems (Alomari et al. 2018a; Alweshah et al. 2020), and 
mathematical optimization functions (Abed-alguni and 
Alkhateeb 2020). The main motivation behind using � HC 
as meme is its feature in digging deeply in the search space 
regions to which the population-based algorithm is reached. 
Through N -operator, the � HC exploit the features of the 
current solution and move to its neighbouring solution. On 
the other side, through the �-operator, the � HC is able to 
escape the local minima using uniform mutation strategy. 
The main limitation of � HC is the parameter tuning where 
the study used � HC should study the proper values of its 
control parameters.

In this paper, the economic load dispatch (ELD) prob-
lem is tackled using hybridizing SCA as a gene agents with 
� HC as a meme agent. This is to empower the performance 
of SCA in tackling ELD problem. The proposed hybrid 
algorithm is abbreviated as SCA-� HC which is evaluated 
using two sets of real-world generation cases: (i) 3-units, 
two versions of 13-units, and 40-units, with neglected Ramp 
Rate Limits and Prohibited Operating Zones constraints. (ii) 
6-units and 15-units with Ramp Rate Limits and Prohib-
ited Operating Zones constraints. The sensitivity analysis of 
the control parameters for SCA-� HC is initially studied to 
show their impact on the proposed SCA-� HC algorithm. The 
comparative evaluation reveals that the SCA-� HC is able to 
efficiently tackle ELD problem. In conclusion, SCA-� HC 
is a successful algorithm for power systems such as ELD.

The remaining parts of this paper is organized as follow: 
the ELD problem is defined and formulated in terms of opti-
mization methods in Sect. 2. The proposed methodology is 
presented in Sect. 3. Thereafter, the results and discussion 
with comparative evaluations for all real world test cases is 
provided in Sect. 4. Finally, the conclusions with suggested 
future directions are given in Sect. 5.

2  Foundations to economic load dispatch 
problem

The Economic load dispatch (ELD) problem is modeled in 
optimization context to generate a constant load demand 
by means of assigning each generation unit with minimum 
fuel costs with respect to equality and inequality con-
straints. In this section, the mathematical formulations of 

ELD is provided. Thereafter, the previous ELD methods are 
discussed.

2.1  ELD formulations

The ELD can be formulated as a challenging optimization 
problem that could be a valuable target for many optimiza-
tion techniques. As any optimization problem, the objective 
function for such problem need to be formulated to reflect 
the exact mathematical model that could be utilized by the 
optimization techniques.

The ELD problem under consideration here has N genera-
tion units, each unit has a range of fuel cost that it can use. 
The objective here is to assign each unit with the proper 
amount of allowed fuel cost that results in a total minimum 
of fuel cost for all units. The optimization has to satisfy a set 
of constraints such that the optimum solutions will always 
be feasible. In the sections below, the mathematical formula-
tions of the main optimization terms for ELD problem are 
provided.

2.2  Solution representation

The representation of the solution for the ELD is formu-
lated using vector space. It is represented as a vector where 
P = (P1,P2,… ,PN) , where the Pi is the generation unit 
number i which will take a value range Pi ∈ [Pmin

i
,Pmax

i
] . 

Please note that the value of Pmin
i

 refers to the lower bound 
while Pmax

i
 refers to the upper bound.

2.3  Objective function

The objective function that is used to evaluate ELD solution 
P in terms of fuel costs is formulated in Eq. (1).

where F(P) is the total fuel cost for N units and Fi is a func-
tion used to calculate the fuel cost for unit Pi . The calcula-
tion of fuel cost Fi(Pi) for unit Pi is given in Eq. (2)

The smooth coefficients ( ai, bi, ci ) and the non-smooth coef-
ficients ( ei, fi ) related to the unit i. The sinusoidal function 
shows the effect of the valve-point load obtained waves in 
the trend of the heat-rate. That revealed more challenges 
to avoid being stuck in local optimum solutions (Alsumait 
et al. 2010).

(1)minF(P) =

N∑
i=1

Fi(Pi).

(2)Fi(Pi) = ⌊aiP2

i
+ biPi + ci + �eisin(fi(P(min)

i
− Pi))�⌋.
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2.4  Constraints

In each ELD solution, two main constraints and two 
extended constraints should be fulfilled to ensure the feasi-
bility of the ELD solution. In the next sections, those con-
straints are mathematically formulated.

2.4.1  Equality constraints

The first constraint is the balance power between total sys-
tem generation 

∑N

i=1
Pi and the overall system loads PD with 

power losses PL as mathematically shown in Eq. (3).

where the transmission losses of the system is formulated in 
terms of quadratic function of the power generating outputs 
as shown in Eq. (4)

Where B0k and B00 denote the ith elements of the loss coef-
ficient vector, while Bki represent the loss coefficient square 
of kith element. In the literature (Cai et al. 2012b; Alsumait 
et al. 2010; Cai et al. 2012a; Lin et al. 2011; Tsai et al. 2011), 
the transmission losses are simplified by considering PL = 0.

2.4.2  Inequality constraints

Equality constraint is the second of those con-
straints that specify the lower and upper value ranges 
( Pi ∈ [(P

(min)

i
), (P

(max)

i
)] ) of the generation unit Pi as calcu-

lated in Eq. (5).

2.4.3  Ramp rate limits

The inequality constraints are sometimes restricted by the 
ramp rate limit. It occurs between two periods of operations. 
The process of the unit generation will be either increased or 
decreased. This is done according to upper and lower ramp 
rate periods formalized as follows:

Increasing power generation is constrained as:

Decreasing power generation is constrained as:

(3)
N∑
i=1

Pi − PD − PL = 0

(4)PL =

N∑
k=1

N∑
i=1

PkBkiPi +

N∑
k=1

B0kPk + B00.

(5)P
(min)

i
≤ Pi ≤ P

(max)

i
, i ∈ Ns

Pi − P0

i
≤ URi

P0

i
− Pi ≤ DRi

Note that, P0

i
 is the previous time-period of the power gen-

eration for unit i. URi and DRi refers to the upper and lower 
ramp rate limits, respectively. Accordingly, the inequality 
constraints are adjusted by ramp rate limits as shown below:

2.4.4  Prohibited operating zones

Due to physical limitations of machine components or insta-
bility due to vibrations in the bearing of the shaft, the power 
generation units could be restricted by prohibited operat-
ing zones. This will result in cost fluctuations that can be 
detected. Discontinuities will consequently appear in cost 
curves corresponding to the prohibited operating zones. The 
quest to avoid operating in those regions will result on econ-
omizing the production. Formally, for a generating unit i,

Note that P̌pz and P̂pz represent the lower and upper limits of 
a given prohibited zone for generating unit i, respectively.

Finally, In case the Prohibited Operating Zones constraint 
are considered in the ELD problem, the fuel costs is formu-
lated in Eq. (6).

Where � is the penalty factor for operating zone constraint, 
and pi (violation) is the indicator of falling into prohibited 
operating zone (Safari and Shayeghi 2011).

2.5  Previous ELD methods

Several metaheuristic-based algorithms have been recently 
introduced. Those algorithms in many cases mimic the natu-
ral behaviors of living creatures such as humans, animals, 
and plants. The metaheuristc-based algorithms are general 
optimization algorithm. They span the whole search space 
and use intelligent operators to tweak workable solutions. 
They use carefully-selected parameter values to come up 
with optimal solutions (Blum and Roli 2003). Examples 
of recent metaheuristic-based algorithms are Seeker opti-
mization algorithm (Dai et al. 2006), Dragonfly Algorithm 
(Mirjalili 2016a), Coronavirus herd immunity optimizer (Al-
Betar et al. 2020a), Multi-verse Optimizer (Mirjalili et al. 
2016), Ant Lion Optimizer (Mirjalili 2015a), Harris Hawks 
optimization (Heidari et al. 2019), Moth-Flame Optimiza-
tion Algorithm (Mirjalili 2015b), Crow search algorithm 
(Askarzadeh 2016), sine cosine algorithm (Mirjalili 2016b), 
Grasshopper Optimization Algorithm (Saremi et al. 2017), 

max(P
(min)

i
,URi − Pi) ≤ Pi ≤ min(P

(max)

i
,P0

i
− DRi)

Pi ≤ P̌pz and Pi ≥ P̂pz

(6)minF(P) =

N∑
i=1

Fi(Pi) + �

[
m∑
j=1

Pi(violation)j

]2

.
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Whale Optimization Algorithm (Mirjalili and Lewis 2016), 
and many others as reported in (Fausto et al. 2020). They are 
normally categorized into: Single solution-based methods 
and Population-based methods (BoussaïD et al. 2013).

Solutions that depend on starting with a single state, 
begin with one stochastic solution and keep iteratively 
updating and modifying this solution moving from one 
state to another until a steady state called “local minima” is 
reached. These methods usually span the search space deep 
in the form of a trajectory that resembles depth-first method, 
but it lacks wide search mechanism. Some of those solutions 
that solved the ELD include simulated annealing (Wong and 
Fung 1993), GRASP (Neto et al. 2017), �-Hill climbing (Al-
Betar et al. 2018a), and tabu search (Lin et al. 2002).

On the other hand, population-based methods start with 
population of random solutions (individuals) that work in 
parallel to scan all possible solutions. They exchange bits 
and pieces of information and use a level of randomness to 
be more creative and exploitative. Those techniques has the 
ability to scan a wide search space regions at the same time 
but it cannot rigorously navigate the scanned regions to find 
their local optima (Blum and Roli 2003). Several population-
based methods are used to solve ELD such as Particle Swarm 
Optimization (Qin et al. 2017; Jain et al. 2018), Ant colony 
Optimizer (Pothiya et al. 2010), Cuckoo Search Algorithm 
(Basu and Chowdhury 2013), Firefly Algorithm (Sinha et al. 
2003), Krill Herd Algorithm (Mandal et al. 2014), Artificial 
Bee Colony (Hemamalini and Simon 2010), Flower Pol-
lination Algorithm (Shilaja and Ravi 2017), Social Spider 
Algorithm (James and Li 2016), Crow Search Algorithm 
(Mohammadi and Abdi 2018), Artificial Algae Algorithm 
(Kumar and Dhillon 2018), Moth Flame Algorithm (Tri-
pati et al. 2018; Elsakaan et al. 2018), Fireworks Algorithm 
(Jadoun et al. 2018; Pandey et al. 2018), Harmony Search 
Algorithm (Pandi et al. 2011), Ant Lion Optimizer (Kam-
boj et al. 2017), Dragonfly Algorithm (Suresh and Sreejith 
2017), Genetic Algorithm (Subbaraj et al. 2011), Environ-
mental Adaptation Method (Sharma et al. 2017), and Bioge-
ography-based Algorithm (Bhattacharya and Chattopadhyay 
2010a).

In order to improvise an efficient and effective search 
mechanism, we need to hybridize the two types of search 
methods; the single solution-based methods and the popu-
lation-based search methods. When we hybridize, we expect 
to harvest the merits of both methods (Blum and Roli 2003). 
We expect to have an algorithm that performs deep search 
in addition to wide search all accompanied with intelligent 
information exchange operators and survivability for the fit-
test selection mechanism. The most successful hybrid tech-
niques used for solving the ELD are as follows: 

 1. The Sequential Quadratic Programming is hybridized 
with Differential Evolution (Elaiw et al. 2013).

 2. The Sequential Quadratic Programming is hybridized 
with the Particle Swarm Optimization (Victoire and 
Jeyakumar 2004; Elaiw et al. 2013).

 3. The Genetic Algorithm is integrated with Shuffled 
Frog Leaping Algorithm (Roy et al. 2013).

 4. The Quadratic Programming is combined with chaotic 
Differential Evolution (Coelho and Mariani 2006).

 5. The Bacterial Foraging Approach is hybridized with 
Genetic Algorithm (Elattar 2015).

 6. The Particle Swarm Optimization is hybridized with 
Differential Evolution (Parouha and Das 2016).

 7. The GRASP algorithm is combined with Differential 
Evolution (Neto et al. 2017).

 8. The local search is hybridized with Artificial Bee Col-
ony algorithm (Özyön and Aydin 2013).

 9. Differential Evolution is hybridized with Chemical 
Reaction Optimization (Roy et al. 2014).

 10. Biogeography-based Optimization is hybridized with 
Differential Evolution (Bhattacharya and Chattopad-
hyay 2010c).

A recent study (Le Yang 2020) have improvised an algo-
rithm based on the selections of hyper-heuristics (SHHA) 
to solve the problem of dynamic economic emission dis-
patch (DEED). A mathematical model of the multi-objec-
tive dynamic economic and environmental load distribution 
problem including wind energy, solar power, and energy 
storage. The authors provided a new way to solve the cou-
pled spatial-temporal scheduling problems in the power sys-
tems. They used a non dominated sorting strategy to guide 
the screen of parent individuals. They tried to transform 
infeasible solutions toward feasible ones to enhance the qual-
ity of solutions and convergence.

In another work (Pawan Preet Singh 2017), the ELD was 
tackled using SCA algorithm and Moth Flame Optimizer 
(MFO). Combinatorial analysis were performed among 
those techniques. The SCA was used for constrained opti-
mization based on the concept of correlation mathematical 
model of sine and cosine functions. The MFO is a heuristic 
algorithm that utilizes the concept that the moth uses to con-
verge toward the light. Both algorithms were used in solving 
benchmark problems of ELD. Combinatorial results show 
that the performance of the MFO is better than that of the 
SCA in view of various parameters used.

A modified sine cosine algorithm (MSCA), in Rizk M. 
Rizk-Allah (2020), is also used for ELD problem. In this 
method, a population of random solutions is initialized in 
the search domain to optimize both the combined environ-
mental and economic objectives. Moreover, the diversity 
of MSCA is controlled using an opposition strategy. The 
modified version of SCA is used as a multi-objective solu-
tion with Pareto solutions. The proposed MSCA is evaluated 
against two real-world ELD cases with emission issues and 
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non-smooth fuel cost. Results of MSCA showed more cor-
rectness and effectiveness.

In Babar et al. (2020), a sine cosine algorithm was used to 
solve convex and non-convex ELD problem. They used Dif-
ferential Evolution (DE) mutation and crossover operators to 
equip the SCA. The DE algorithm induces diversity in the 
operations of SCA making it avoid local minima and prema-
ture convergence. To ensure optimum tracking results, the 
proposed algorithm is refined by SQP (Sequential Quadratic 
Programming). The results with those techniques showed 
improvements in convergence time and fuel cost as com-
pared to the techniques reported in the literature.

3  Hybrid SCA for ELD

In this section, the proposed hybrid SCA with � HC opti-
mizer (SCA-�HC) for ELD problem is presented. The SCA 
is the recent population-based algorithm initiated with a 
population of random solutions. These solutions are itera-
tivly improved using Sine Cosine trigonometric functions. 
The SCA-� HC has five main steps which is visualized as 
shown in the flowchart in Fig. 1. In the procedural context, 
the pseudo-code of SCA-� HC is given in Algorithm 1.

Step 1: Initialize the SCA-� HC and ELD In order to solve 
any optimization problem using optimization method as 
SCA, the modeling in terms of optimization problem 
should be designed such as objective function and solu-
tion representations. In ELD, the objective function are 
modeled in Eq. 1. The ELD solution is represented as 
a vector P = (P1,P2,… ,PN) where N is the number of 
generating units.
In the SCA, there are no control parameters. However, 
SCA has two algorithmic parameters such as Maximum 
iteration numbers ( ItMax ) and population size (M). For 
� HC optimizer, there are two control parameters:� and 
bw. � is responsible for diversifying the search while 
bw defines the distance bandwidth between the current 
solution and neighbouring solution. Finally, the param-
eter R� ) determines the rate of invoking � HC optimizer 
inside SCA.
Step 2: Initialize SCA-� HC memory The SCA-� HC 
memory (SBM) is a matrix of size N ×M where N is the 
number of generation units while M is the population size 
as formulated is Eq. (7). The objective function value of 
any solution is calculated as formulated in Eq. (1). The 
solutions in SBM are then sorted in ascending order (i.e., 
F(P1) ≤ F(P2) ≤ … ≤ F(PM) ). 
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Step 3: SCA-� HC Evolution Loop This is the evolution 
part of the proposed SCA-�HC. Four main operators are 
iterated toward the optimal ELD solution: (i) Sine Opera-
tor, (ii) Cosine Operator, (iii) Maintaining Process, and 
(iv) � hill climbing optimizer. These operators are con-
secutively executed.
Step 3.1: Sine operator This operator is called Sine opera-
tor because it used sine function to update the current 
ELD solution as shown in Eq. (8). 

Step 3.2:Cosine Operator This operator is called Cosine 
operator because it uses cosine function to update the 
current ELD solution as shown in Eq. (9). 

 In accordance with the values r4 where r4 ∈ [0, 1] , the 
value of the current generation unit is either updated 
based on sine function in Eq. (8) or cosine function in 
Eq. (9). This can be summarized in Eq. (10) 

(7)��� =

⎡
⎢⎢⎢⎣

P1

1
P1

2
⋯ P1

N

P2

1
P2

2
⋯ P2

N

⋮ ⋮ ⋯ ⋮

PM
1

PM
2

⋯ PM
N

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

F(P1)

F(P2)

⋮

F(PM)

⎤⎥⎥⎥⎦

(8)P�i

j
= Pi

j
+ r1 × sin(r2) ×

|||r3P
gbest − Pi

j

|||

(9)P�i

j
= Pi

j
+ r1 × cos(r2) ×

|||r3P
gbest − Pi

j

|||

 where r1, r2, r3 are random numbers. r1 is the parameter 
represented the position of the next region which indi-
cates the bandwidth between the solution and the best 
solution Pgbest . r2 is the parameter which represents how 
far the movement shall be outwards or towards global-
best solution (or the destination). r3 is the parameter 
which represents the drawing of the random weight for 
the destination. This is to de-emphasize ( r3 < 1 ) or 
emphasize ( r3 > 1 ) the impact of the destination on the 
bandwidth distance defined.
The success of any optimization algorithm depends on 
how the exploration and exploitation processes of the 
search spaces are balanced. Therefore, the range between 
sine and cosine functions should be adaptively updated 
using Eq. (11). 

Step 3.3: maintaining process The maintaining process 
is responsible for modifying the infeasible solutions 
to be feasible. After the Sine and Cosine operators are 
invoked, the constructed solution may be infeasible. This 
is because either equality or inequality constraints are 
violated. In this case, the maintaining process will check 

(10)

P�i

j
=

{
Pi
j
+ r1 × sin(r2) ×

|||r3Pgbest − Pi
j

|||, r4 < 0.5

Pi
j
+ r1 × Cos(r2) ×

|||r3Pgbest − Pi
j

|||, r4 ≥ 0.5

(11)r1 = a − t
a

ItMax

Fig. 1  The flowchart of the pro-
posed SCA-� HC algorithm
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the value of each generated unit according to the allow-
able value range. Furthermore, the power output shall be 
equal to the power generated by the solution.Therefore, 
the solution is maintained as shown in Algorithm 2. 

Step 3.4: �-hill climbing optimizer. The �-hill climbing 
optimizer behaves as a local search operator in SCA. With 
the range of R� where R� ∈ [0, 1] , the �-hill climbing is 
invoked as shown in Algorithm 1. The constructed and 
maintained solution from Sine and Cosine operators (i.e., 
P
i = (Pi

1
,Pi

2
,… ,Pi

N
) ) that occurs within the range of R� 

rate is treated as an initial solution to the �-hill climb-
ing optimizer. The solution is also evaluated using the 
same objective function F(Pi) as given in Eq. (1). In �
-hill climbing, three operators are iteratively executed to 
improve Pi : 

1. N -operator: The current solution Pi is affected by 
its neighbouring solution to yield a new solution P′i 
as follows: P�i

j
= Pi

j
± U(0, 1) × bw where bw is 

bandwidth between the current and neighboring 
solution set normally with a small value.

 Where rnd is a function generates a uniform value 
between 0 and 1. Any generation unit Pi

j
 will be 

r egene ra t ed  f rom i t s  fea s ib l e  r ange : 
P�i
j
∈ [P

(min)

i
,P

(max)

i
] ∀i ∈ (1, 2,… ,N).

  In case the feasibility of the generated solution 
is broken, the maintenance strategy used in SCA 
is again invoked to maintain the constructed solu-
tion obtained by � HC optimizer as pseudo-coded in 
Algorithm 2.

3. S-operator: The current solution Pi is replaced by 
new solution P′i , in case its objective function value 
is better. The pseudo-code of the � hill climbing 
optimizer is shown in Algorithm 3. 

(12)P′
i ←

{
P′

i rnd ≤ �

Pi otherwise.

2. �-operator: Within the probability of � parameter 
where � ∈ [0, 1] as shown in Eq. (12), the �-operator 
is used. 
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Step 4: Update SBM The proposed SCA-� HC updates 
its memory (SBM) when an improvement is achieved. 
In other words, if the new solution P′i is better than the 
current solution Pi , the new solution P′i will be included 
in SBM while the Pi will be excluded. Furthermore, the 
best solution Pgbest is updated in case the improvement 
is achieved.
Step 5: Termination Condition The proposed SCA-� HC 
is terminated when the stop condition which normally 
depends on the maximum number of iterations ( ItMax ) is 
reached. The best solution thus far reached is then deliv-
ered.

3.1  Convergence analysis of SCA‑ˇHC

In order to study the convergence behaviour, the operators 
of standard SCA shall be initially analysed. The operators of 
standard SCA are the sine and cosine operators. Normally, 
the convergence analysis is studied in terms of exploration 
and exploitation process. The exploration refers to the abil-
ity of SCA to navigate several search space regions at the 
same time while exploitation refers to the ability of SCA to 
converge to local minima in each search space region.

The search behaviour of sine and cosine operators is visu-
alized in Fig. 2. During the SCA search, the positions of the 
current solutions are updated by either sine or cosine opera-
tor. The sine cosine curve move in a regular way within the 
value range of [−2, 2] . Mirjalili (2016b) determines the range 
[−2,−1) or (1, 2] where the solutions are moved to explore 
the search space region while the range of [−1, 1] is used to 
locally exploit the search space region of each solution. It 
should be noticed that the range of the sine and cosine opera-
tors is gradually decreased during the search process. There-
fore, the SCA start with high exploration, the search moved 
toward exploitation stage at the final stage of runs. In Fig. 2, 
the exploration and exploitation is visualised using the equa-
tion r1 = a −

t

ItMax

a where a is supposed to be constant and t 

is the current iteration while ItMax is the maximum number 
of iterations.

In Fig. 3, the range of the sine and cosine equations is 
decreased when the iteration number is increased. Initially, 
the value of a is chosen to be 3 which refer to the range of 
moving the current solution from exploration to exploita-
tion stage. As can be recognized, the search process with 
SCA initiated with high exploration power, the range of 
the search space is gradually degraded during the search to 
recognize the exploitation process in the final stage of run. 
Therefore, with increasing the value of a, the SCA conver-
gence behaviour will be initiated with a wider search space 
where the exploration is much concentrated. The search will 
move slowly from the exploration stage to exploitation stage 
leading to slow convergence. Oppositely, when the value 
of a is small, the range of the search space will be narrow 
where the search will move quickly from exploration stage 
to exploitation stage with fast convergence.

3.2  Time complexity of the SCA‑ˇHC

In order to analyse the time complexity of the proposed 
method, the pseudo-code of SCA-� HC shown in Algo-
rithm 1 is analyzed. Initially, the generation of the initial 
population required a time complexity of O(NM) where N 
is the number of generation units while M is the population 
size. In the improvement loop where the position of each 
search agent is updated, the “while” loop in line 9 required 
O(Itmax) . The inner two “for” loops also required a time com-
plexity of O(NM) . The maintaining(P) procedure shown in 
Algorithm 2 required time complexity of max{O(N),O(dis)} 
where dis is the distance bandwidth between the total load 
demand and the actual load demand ( PD ). The time com-
plexity of the � HC algorithm is equal to O(It� × N) where 
It� is the iteration number required for � HC algorithm. Note 
that this is the extra time complexity related to the SCA-� HC 
in comparison with original version of SCA.

In addition to the time complexity related to the opera-
tions of the proposed SCA-� HC method, the ELD objective 

Fig. 2  Convergence behaviour of sine consing operators in SCA
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function is also used heavily at each iteration of SCA and at 
each iteration of � HC method.The time complexity required 
to evaluate any ELD solution using the objective function 
is O(N).

Overall, the time complexity of the proposed SCA- 
� HC method is O(NM) +O(It

max
× N ×M ×max{O(N),

O(dis)} × It� × N × N
2 ). Apparently, the time complexity of 

the proposed SCA-� HC method is higher than that required 
for original SCA.

4  Experiments and results

In this section, the effectiveness and robustness of the pro-
posed SCA-� HC on solving ELD problems through six case 
studies with different numbers of generation units and load 
demand (LD) is tested. These cases are:

(I) Case 1: 3 generation units with LD= 850 MW, (II) 
Case 2: 6 generation units with LD= 1263 MW, (III) Case 
3: 13 generation units with LD= 2520 MW, (IV) Case 4: 
13 generation units with LD= 1800 MW, (V) Case 5: 15 
generation units with LD= 2630 MW, and (VI) Case 6: 40 
generation units with LD= 10500 MW.

It should be noted that in the two cases (Case 2 and Case 
5), the ramp rate limits and prohibited zones of the units 
were respected in the practical application. While the valve 
point loading (VPL) effect is considered in the other four 
cases. Furthermore, the transmission loss is neglected in 
these cases.

Our experiments are carried out on MATLAB (R2014a) 
using a laptop with Intel(R) Core(TM) i7 2.8GHz, 16 GB 
of RAM, and operating system managing Window 10. The 
performance of the proposed SCA-� HC algorithm are com-
pared with the state-of-the-art algorithms. The comparative 
algorithms for all tested cases are shown in Table 1.

Fourteen experimental scenarios are designed in order to 
study the influence of the various parameter settings on the 
performance of the proposed SCA-� HC algorithm. These 
scenarios are divided into three groups as shown in Table 2. 
SenExp1 to SenExp4 are designed to study the impact of 
the parameter � on the performance of SCA-� HC algo-
rithm using four different values ( � = 0, � = 0.01, � = 0.1, 
and � = 0.5), The higher value of � leads to higher rate of 
exploration. The next five scenarios (SenExp5 to SenExp9) 
are designed to study the effect of the parameter bw on the 
behaviour of the proposed algorithm using various values 
(bw=0.001, bw=0.01, bw=0.1, bw=0.5, and bw=0.95). 
The higher values of bw leads to higher rate of exploita-
tion. Finally, the last five scenarios (SenExp10 to SenExp14) 
are designed to study the influence of the parameter R� . 
This parameter is studied using five different values as fol-
lows: R�=0, R�=0.001, R�=0.01, R�=0.1, and R�=0.3. The 
higher value of R� leads to higher rate of invoking the �-hill 
climbing optimizer and thus higher rate of exploitation. In 
instance, when the value of the parameter R� is equal to 
zero as shown in SenExp10, its meaning the calling of the 
�-hill climbing optimizer is neglected and thus the original 
version of SCA is used in this scenario. These settings are 
introduced using an ad hoc method in order to find the best 
configurations of the proposed SCA-� HC algorithm. On 
other hand, the settings of the other parameters as follows: 
the size of population is set to 30, and the number of repli-
cated runs is also set to 30 for each experimental scenarios 
and the maximum number of iterations used is 100,000.

4.1  Case 1: 3‑unit generator system with demand 
of 850 MW

This case study comprises of three generating units with the 
expected load demand to be meet by all of the three units is 

Fig. 3  Convergence analysis of 
sine cosine algorithm
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Table 1  Comparative methods # Algorithm Test cases References

1 2 3 4 5 6

1 ABC − − − − − ✓ Hemamalini and Simon (2010)
2 ABOMDE − − − ✓ − ✓ Lohokare et al. (2012)
3 ACO − − ✓ − − ✓ Pothiya et al. (2010)
4 ARCGA − − − − − ✓ Sayah and Hamouda (2013)
5 �HC ✓ − ✓ ✓ − ✓ Al-Betar et al. (2018a)
6 �-GWO ✓ − ✓ ✓ − ✓ Al-Betar et al. (2020b)
7 BBO − ✓ − − − − Bhattacharya and Chattopadhyay (2010c)
8 BGO − − − − − ✓ Bhattacharya and Chattopadhyay (2010c)
9 CBPSO-RVM − − − − − ✓ Lu et al. (2010)
10 CLCS-CLM − − − − ✓ ✓ Huang et al. (2020)
11 CPSO − ✓ − − ✓ − Safari and Shayeghi (2011)
12 CS − − − − ✓ ✓ Huang et al. (2020)
13 CS-CLM − − − − ✓ ✓ Huang et al. (2020)
14 CSOMA − − − − − ✓ dos Santos Coelho and Mariani (2010)
15 DE-BBO − − − − − ✓ Bhattacharya and Chattopadhyay (2010b)
16 DHS − − − ✓ − − Wang and Li (2013)
17 DVL-MILP − − − − − ✓ Fraga et al. (2012)
18 FAPSO − − − − − ✓ Niknam et al. (2011)
19 FAPSO-NM − − − − − ✓ Niknam et al. (2011)
20 FCASO-SQP ✓ − ✓ ✓ − ✓ Cai et al. (2012b)
21 FFA − − − − − ✓ Sinha et al. (2003)
22 GA − ✓ − − − − Safari and Shayeghi (2011)
23 GAPSO − − − − ✓ − Sudhakaran et al. (2007)
24 GA-PS-SQP ✓ − − ✓ − ✓ Alsumait et al. (2010)
25 GSO − − − − − ✓ Moradi-Dalvand et al. (2012)
26 GWO − − − ✓ − ✓ Suleiman et al. (2015)
27 HBF − ✓ − − ✓ − Panigrahi and Pandi (2008)
28 HCA − − − − − ✓ Coelho and Mariani (2010)
29 HCASO ✓ − ✓ ✓ − ✓ Cai et al. (2012b)
30 HCPSO ✓ − ✓ − − ✓ Cai et al. (2012a)
31 HCPSO-SQP ✓ − ✓ − − ✓ Cai et al. (2012a)
32 HGWO − − − − − ✓ Jayabarathi et al. (2016)
33 HHS − − − ✓ − ✓ Pandi et al. (2011)
34 HMAPSO − − − ✓ − ✓ Kumar et al. (2011)
35 HQIPSO − − − ✓ − ✓ Chakraborty et al. (2011)
36 HS1 − ✓ − − ✓ − Panigrahi et al. (2012)
37 HS2 − − − ✓ − − Coelho and Mariani (2009)
38 IGWO − ✓ − − − − Mehmood and Ahmad (2018)
39 IHS1 − ✓ − − ✓ − Panigrahi et al. (2012)
40 IHS2 − − − ✓ − − Coelho and Mariani (2009)
41 IPSO − ✓ − − ✓ − Safari and Shayeghi (2011)
42 JAYA − − − − ✓ − Yu et al. (2019)
43 MDE ✓ − − − − ✓ Amjady and Sharifzadeh (2010)
44 MPDE − − − ✓ − ✓ Li et al. (2019)
45 MSL − − − ✓ − − Mohammadi-Ivatloo et al. (2012)
46 NDS ✓ − − ✓ − ✓ Lin et al. (2011)
47 NPSO − ✓ − − − − Selvakumar and Thanushkodi (2007)
48 NPSO-LRS − ✓ − − − − Selvakumar and Thanushkodi (2007)
49 NSABC − − − ✓ − ✓ Awadallah et al. (2019)
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850 MW. The unit data is taken from (Walters and Sheble 
1993). Table 3 illustrates the results of studying the influ-
ence of different parameter settings on the performance of 
the proposed SCA-� HC algorithm. In this table, the cost of 
each generating unit in the best solution obtained for each 
experiential scenario is recorded. Furthermore, the total cost 
of the best solution, as well as, the mean and the standard 
derivation of the results are also summarized in this table.

SenExp1 to SenExp4 are designed to study the effect 
the � parameter (i.e., SenExp1 ( �=0), SenExp2 ( �=0.01), 

SenExp3 ( �=0.1), and SenExp4 ( �=0.5)) on the behaviour 
of the SCA-� HC algorithm. The configurations of these sce-
narios are presented in Table 2. From Table 3, it can be seen 
that the four scenarios are able to obtain the same results in 
terms of the best fuel cost (i.e., 8,234.07 $/h). On another 
hand, the standard derivation values in Table 3 reflect the 
robustness of the proposed SCA-� HC algorithm. It can 
be observed from the results provided in Table 3 that the 
proposed SCA-� HC in SenExp3 is more robust than those 
of the other three scenarios (i.e., SenExp1, SenExp2, and 

Table 1  (continued) # Algorithm Test cases References

1 2 3 4 5 6

50 NSS ✓ − − ✓ − ✓ Tsai et al. (2011)
51 NUHS ✓ − ✓ ✓ − ✓ Al-Betar et al. (2018b).
52 PSO − ✓ − − ✓ − Safari and Shayeghi (2011)
53 PSO-LRS − ✓ − − − − Selvakumar and Thanushkodi (2007)
54 PSO-MSAF − − − − − ✓ Subbaraj et al. (2010)
55 PVHS − ✓ − − ✓ − Panigrahi et al. (2012)
56 QGSO − − − − − ✓ Moradi-Dalvand et al. (2012)
57 QIPSO ✓ − − ✓ − ✓ Chakraborty et al. (2011)
58 RCGA − − − ✓ − ✓ Chakraborty et al. (2011)
59 SDE ✓ − − − − − Srinivasa Reddy and Vaisakh (2013)
60 SDP − − ✓ ✓ − ✓ Alawode et al. (2018)
61 SOH-PSO − ✓ − − ✓ − Chaturvedi et al. (2008)
62 SOMA − − − − − ✓ Coelho and Mariani (2010)
63 SSA − − − − − ✓ Sakthivel et al. (2020)
64 THS ✓ − ✓ ✓ − ✓ Al-Betar et al. (2016)
65 TLA − − − − − ✓ Azizipanah-Abarghooee et al. (2012)
66 TS1 − − ✓ − − ✓ Pothiya et al. (2010)
67 TS2 − − ✓ − − − Khamsawang and Jiriwibhakorn (2010)
68 TSARGA − − − − − ✓ Subbaraj et al. (2011)

Table 2  Experimental scenarios Experimental � bw R� Iterations

Scenario Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

SenExp1 0 0.5 0.01 1000 2000 5000 5000 5000 10000
SenExp2 0.01
SenExp3 0.1
SenExp4 0.5
SenExp5 0.001 0.01 1000 2000 5000 5000 5000 10000
SenExp6 0.01
SenExp7 0.1
SenExp8 0.5
SenExp9 0.95
SenExp10 0 20000 40000 50000 50000 50000 200000
SenExp11 0.001 2000 5000 10000 10000 10000 50000
SenExp12 0.01 1000 2000 5000 5000 5000 10000
SenExp13 0.1 100 300 500 500 500 5000
SenExp14 0.3 50 100 200 200 200 2000
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SenExp4). Therefore, the value of the � parameter will be 
set to 0.01 in the following experiments.

Similarly, the impact of the bw parameter on the perfor-
mance of the proposed algorithm is studied using five dif-
ferent scenarios with different configurations (i.e., SenExp5 
(bw=0.001), SenExp6 (bw=0.01), SenExp7 (bw=0.1), Sen-
Exp8 (bw=0.5), and SenExp9 (bw=0.95)). From Table 3, it 
can be seen that the performance of the proposed SCA-� HC 
in the five scenarios are almost similar, by obtaining the 
same results in terms of total cost, and mean of the results. 
However, the performance of SenExp5 is more robust than 
the other four scenarios based on the standard derivation 
results. Therefore, the value of the bw parameter will be set 
to 0.001 in the following experiments.

The last five scenarios (SenExp10 to SenExp14) are 
designed to study the effect of the parameter R� on the per-
formance of the proposed SCA-� HC algorithm. Each experi-
mental scenario is introduced with specific value of R� as 
follows: SenExp10 ( R�=0), SenExp11 ( R�=0.001), Sen-
Exp12 ( R�=0.01), SenExp13 ( R�=0.1), and SenExp14 ( R�

=0.3). The results of running these scenarios are recorded 
in Table 3. Apparently, the five scenarios obtained the same 
best results. This is due to the simplicity of the problem stud-
ied in this case. On the other hand, the performance of the 
proposed SCA-� HC algorithm on SenExp14 is more robust 
than those of the other four scenarios based on the standard 
derivation results.

The results of the proposed SCA-� HC against those of 
the other comparative methods are recorded in Table 4. It 
can be seen from the results illustrated in Table 4 that the 
performance of the proposed algorithm is similar to 13 out 
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Table 4  Comparison results on 3-unit generator system with demand 
of 850 MW

Algorithm Best cost Mean cost

SCA-�HC 8234.07 8234.07
SCA 8234.07 8234.07
�HC 8234.07 8234.07
�-GWO 8234.07 8234.07
FCASO-SQP 8234.07 8234.07
GA-PS-SQP 8234.10 8234.10
HCASO 8234.07 8234.07
HCPSO 8234.07 NA
HCPSO-SQP 8234.07 8234.07
MDE 8234.07 NA
NDS 8234.07 8234.07
NSS 8,234.08 8234.08
NUHS 8234.07 8234.07
QIPSO 8234.07 8234.10
SDE 8234.07 NA
THS 8234.07 8234.07
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of 15 other comparative methods, by obtained the optimal 
total fuel cost (i.e., 8,234.07 $/h).

4.2  Case 2: 6‑unit generator system with demand 
of 1263 MW

In this section, the ELD problem includes six generating 
units with the expected load demand of all units is 1263 
MW. The characteristics of the generating units are pro-
vided in Das and Suganthan Das and Suganthan (2010). In 
this case of ELD problem, the ramp rate limits and prohib-
ited zones of the units were considered. Table 5 shows the 
results of studying the three parameters (i.e., � , bw, and R� ) 
of the proposed SCA-� HC algorithm using this case of ELD 
problem (i.e., case 2). These parameters are studied using 
fourteen experimental scenarios. The configurations of these 
scenarios are illustrated in Table 2. The best solution with 
the minimum total fuel cost is recorded in Table 5. Further-
more, the mean costs, the standard derivation (Stdv.), the 
total power output of the besat solution, and the transmission 
loss ( PL ) of the best solution are also provided in Table 5.

The first four experimental scenarios (SenExp1–Sen-
Exp4) are designed to study the effect of the parameter � 
on the performance of the proposed algorithm using four 
various values (0, 0.01, 0.1, and 0.5). The results of running 
these scenarios are summarized in Table 5. From Table 5, 
it can be shown that the results of the proposed SCA-� HC 
algorithm are gradually enhanced by increasing the value 
of � , where the last scenario (i.e., SenExp4) achieved the 
minimum total fuel cost (i.e., 15444.43 $/h). As a result, the 
� parameter will be set to 0.5 in the following experiments 
of this case study.

Similarly, SenExp5–SenExp9 are designed to study the 
influence of the parameter bw on the behaviour of the pro-
posed algorithm using this case of ELD problem. It should 
be noted that the values of bw studied in these scenarios 
are: SenExp5 (bw=0.001), SenExp6 (bw=0.01), SenExp7 
(bw=0.1), SenExp8 (bw=0.5), and SenExp9 (bw=0.95). The 
results of running these experimental scenarios are provided 
in Table 5. Remarkably, the performance of the proposed 
algorithm in SenExp5 perform is better than the other four 
scenarios in terms the total fuel cost and the mean costs. 
Notably, the differences among the results of these scenarios 
are not exceeds 0.19 $/h. This can prove the influence of the 
parameter bw on the behaviour of the proposed SCA-� HC 
algorithm used for this ELD case is not significant. There-
fore, the bw parameter will be set to 0.001 in the remaining 
experiments for Case 2.

The last five experimental scenarios (SenExp10–Sen-
Exp14) are designed to study the impact of the parameter 
R� on the performance of the proposed SCA-� HC algo-
rithm. The R� is investigated using the following values: 0, 
0.001, 0.01, 0.1, and 0.3. It should be noted that, the higher Ta
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the value of R� , the higher probability of calling the �-hill 
climbing optimizer, and thus higher rate of the exploitation 
will be. From Table 5, it can be observed that the results of 
the proposed algorithm are gradually enhanced by increasing 
the value of R� . Apparently, the performance of the proposed 
algorithm in SenExp14 outperforms the performance of the 
other four scenarios (i.e., SenExp10–SenExp13), by obtain-
ing the minimum total fuel cost (15444.30 $/h). On the other 
hand, the difference between the results of SenExp13 and 
SenExp14 is equal to 0.01 $/h, and the difference between 
the results of SenExp12 and SenExp14 is equal to 0.04 $/h. 
This advice the research to escape the bigger values of R� 
parameter.

Finally, the performance of the proposed SCA-� HC is 
compared with the other fifteen comparative methods as 
shown in Table 6. It can be see from Table 6 that the IGWO 
algorithm outperforms the proposed SCA-� HC algorithm, as 
well as the other comparative methods by obtaining the min-
imum fuel cost (15442.20 $/h). While the proposed SCA-
� HC algorithm perform better than 11 out of 16 competitive 
methods by getting the fifth best results (15444.30 $/h).

4.3  Case 3: 13‑unit generator system with demand 
of 2520 MW

The 13-unit generator system comprises of 13 generating 
units. This system considers the valve-point effect, while the 
transmission loss is neglected. The required load demand is 
2520 MW. The data of the units in this case study is taken 
from (Walters and Sheble 1993). Table 7 summarizes the 
results of studying the various parameter settings on the 

performance of the proposed SCA-� HC algorithm using 
fourteen experimental scenarios. In this table, the best solu-
tion obtained by running each of the experimental scenarios 
is recorded. In addition, the total cost of the best solution, 
the mean cost, and the standard derivation are also provided. 
It should be noted that the best solution is highlighted using 
bold font.

Table 7 shows the results produced to study the impact of 
the parameter � on the performance of the proposed SCA-
� HC algorithm using four experimental scenarios with dif-
ferent values (i.e., SenExp1 ( �=0), SenExp2 ( �=0.01), Sen-
Exp3 ( �=0.1), and SenExp4 ( �=0.5)). From Table 7, it can 
be shown that the performance of the proposed SCA-� HC 
algorithm in SenExp3 is better than other three scenarios by 
obtaining the best fuel cost (24164.12 $/h). This guide us to 
set the parameter � to be 0.1 for the next set of experiments.

SenExp5 to SenExp9 are designed to study the influence 
of the various settings of the parameter bw on the behaviour 
of the SCA-� HC algorithm (SenExp5 (bw=0.001), Sen-
Exp6 (bw=0.01), SenExp7 (bw=0.1), SenExp8 (bw=0.5), 
and SenExp9 (bw=0.95)). Table 7 summarizes the results of 
running these five scenarios. Clearly, it can be seen that the 
performance of SenExp7 is better than other four scenarios 
by getting the best solution with the minimum fuel cost (i.e., 
27164.09$/h). The parameter bw will be set to 0.1 in the fol-
lowing experimental scenarios.

Similarly, the results of studying the impact of varying 
values of parameter R� on the performance of the proposed 
SCA-� HC algorithm are provided in Table 7. It should be 
noticed that the parameter R� is studied using five differ-
ent values in five experimental scenarios (i.e., SenExp10 
( R�=0), SenExp11 ( R�=0.001), SenExp12 ( R�=0.01), Sen-
Exp13 ( R�=0.1), and SenExp14 ( R�=0.3)). From 7, it can 
be observed that the performance of the proposed SCA-
� HC algorithm in SenExp11 to SenExp14 is better than 
SenExp10. This is because the value of the parameter R� 
is set to zero. However, the last three scenarios (i.e., Sen-
Exp12–SenExp14) are able to obtain the same best results 
(27164.09$/h). In summary, the performance of the pro-
posed SCA-� HC algorithm on SenExp13 is more robust 
than the other four scenarios as suggested by standard deri-
vation results.

Finally, Table 8 shows the results of the proposed SCA-
� HC algorithm against those of the other comparative meth-
ods. The numbers in this table represents the best results 
achieved, as well as the mean of the results. It should be 
noted that the results of the proposed SCA-� HC algorithm 
represents the best results recorded in Table 7. Apparently, 
the performance of the NUHS and THS algorithms are better 
than the other competitive methods by obtaining the mini-
mum fuel cost (24164.06$/h). The proposed SCA-� HC algo-
rithm obtained the second minimum fuel cost (24164.09$/h), 
where the difference between the results of the SCA-� HC 

Table 6  Comparison results on 6-unit generator system with demand 
of 1263 MW

Algorithm Best cost Mean cost P
L

Output

SCA-�HC 15444.30 15444.77 12.4072 1275.41
SCA 15461.47 15495.10 12.3519 1275.35
BBO 15443.10 15443.10 12.4460 1275.45
CPSO 15447.00 15449.00 12.9583 1276.00
GA 15459.00 15469.00 13.0217 1276.03
HBF 15443.82 15446.95 12.4437 1275.40
HS1 15447.50 15455.80 12.3606 1275.37
IGWO 15442.20 15442.60 12.3123 1275.30
IHS1 15445.64 15453.50 12.5886 1275.56
IPSO 15444.00 15446.30 12.5480 1275.51
NPSO 15450.00 NA 12.9470 1275.95
NPSO-LRS 15450.00 NA 12.9361 1275.94
PSO 15450.00 15454.00 12.9584 1276.01
PSO-LRS 15450.00 NA 12.9571 1275.95
PVHS 15444.96 15451.40 12.3672 1275.36
SOH-PSO 15446.00 NA 12.5500 1275.55
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algorithm and the results of the NUHS or THS algorithms 
is (0.03$/h). Furthermore, the performance of the proposed 
SCA-� HC algorithm is better than the original version of 
since cosine algorithm (SCA).

4.4  Case 4: 13‑unit generator system with demand 
of 1800 MW

The proposed SCA-� HC algorithm is tested using another 
test system consists of thirteen generating units. The 
expected load power demand to be meet by all of the gen-
erating units is 1800 MW. The data of generating units of 
this system were extracted from (Walters and Sheble 1993). 
The results obtained for studying the influence of the vari-
ous parameter settings on the performance of the proposed 
SCA-� HC algorithm are summarized in Table 9. Fourteen 
experimental scenarios are also designed for this purpose, 
where the parameter settings of these scenarios are provided 
in Table 2. It should be noted that the best solution obtained 
by each of the experimental scenarios with the minimum 
total fuel cost is recorded in Table 9. Furthermore, the mean 
of the costs obtained by running each scenario 30 times, as 
well as the standard derivation are summarized in Table 9.

The results of studying the impact of the parameter � 
on the behaviour of the proposed SCA-� HC algorithm 
using various settings are recorded in Table 9. The first four 
experimental scenarios (SenExp1 ( �=0), SenExp2 ( �=0.01), 
SenExp3 ( �=0.1), and SenExp4 ( �=0.5)) are designed for 
this purpose. The best results achieved by running these 
scenarios are illustrated. From Table 9, it can be observed 
that the performance of SCA-� HC algorithm in SenExp3 

is better than the other three scenarios (i.e., SenExp1, Sen-
Exp2, and SenExp4) by getting the minimum total fuel cost 
(17960.39 $/h). This is because that the value of 0.1 is the 
threshold value of the parameter � where it assists to strike a 
right balance between exploration and exploitation and thus 
guide SCA-� HC algorithm to achieve better results.

The next five experimental scenarios (SenExp5–Sen-
Exp9) are designed to study the effect of the parameter bw 
on the behaviour of the proposed SCA-� HC algorithm using 
five different values (i.e., 0.001, 0.01, 0.1, 0.5, and 0.95). 
The results of running these scenarios are summarized in 
Table 9. In this table, the best solution obtained by each sce-
nario, the total fuel cost of the best solution, the mean costs, 
and the standard derivation are recorded. From Table 9, it 
can be seen that the performance of the proposed SCA-� HC 
algorithm in SenExp8 is better than the other four scenarios, 
by getting the minimum fuel cost (17960.39 $/h). The lower 
value of bw leads to worst results as seen in SenExp5 and 
SenExp6. Furthermore, the higher value of bw leads to worst 
results as seen in SenExp9. This is prove that the value 0.5 
is the threshold value of the parameter bw where it is able to 
yield the right balance between the exploration and exploita-
tion. Thus the parameter bw is set to be 0.5 in the following 
experiments.

The last experimental scenarios (i.e., SenExp10–Sen-
Exp14) are introduced to study the impact of the parameter 
R� on the performance of the proposed SCA-� HC algorithm 
using five different values (i.e., 0, 0.001, 0.01, 0.1, and 0.3). 
From Table 9, it can be observed that the performance of the 
proposed SCA-� HC algorithm in SenExp12 is better than 
the other four scenarios by getting the minimum total fuel 
cost (17960.39 $/h). However, the performance of the pro-
posed SCA-� HC algorithm in SenExp10 is the worst. This 
is due to the fact that the value of the parameter R� is equal 
to zero, and thus the �-hill climbing optimizer is neglected. 
Based on the above discussions, the following parameter set-
tings: �=0.1, bw=0.5, and R�=0.01, are guided the proposed 
SCA-� HC algorithm to achieve the best results for this case 
of the ELD problem.

Table 10 shows the comparison of SCA-� HC perfor-
mance against the twenty-four other comparative methods. 
Clearly, the performance of the proposed SCA-� HC algo-
rithm outperforms the original version of sine cosine algo-
rithm (i.e., SCA). On the other hand, five of the competitive 
methods (i.e., DHS, IHS, MPDE, NUHS, and THS) are able 
to obtain the minimum fuel cost (17960.37 $/h), while the 
proposed SCA-� HC algorithm are able to achieve the third 
minimum fuel cost (17960.39 $/h). It should be noticed that 
the difference between the results of the proposed SCA-
� HC algorithm and the best results published by others is 
(0.02$/h).

Table 8  Comparison results on 13-unit generator system with 
demand of 2520 MW

Algorithm Best cost Mean cost

SCA-�HC 24164.09 24164.38
SCA 24610.82 24681.65
ACO 24174.39 24211.09
�HC 24164.18 24204.90
�-GWO 24164.10 24164.20
FCASO-SQP 24190.63 NA
HCASO 24212.93 NA
HCPSO 24211.56 NA
HCPSO-SQP 24190.97 NA
NUHS 24164.06 24185.61
SDP 24169.92 NA
THS 24164.06 24195.21
TS1 24180.31 24243.37
TS2 24171.21 24184.06
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4.5  Case 5: 15‑unit generator system with demand 
of 2630 MW

The ELD problem considered in this case study includes 
15 generating units. The expected load demand of all units 
is 2630 MW, and the data of all generating units are taken 
from (Das and Suganthan 2010). The ramp rate limits and 
prohibited zones of the units were considered in this case 
study. Table 11 shows the results of using different parame-
ter settings on the performance of proposed SCA-� HC algo-
rithm. The parameters of the proposed SCA-� HC algorithm 
are studied using fourteen experimental scenarios, where 
the configurations of these scenarios are given in Table 2. 
The best solution with the minimum total fuel cost for each 
experimental scenario is highlighted in Table 11. In addi-
tion, the mean costs, the standard derivation (Stdv.), the total 
power output of the best solution, and the transmission loss 
( PL ) of the best solution are also provided in Table 11. The 
best results are highlighted using bold font.

The results of running SenExp1–SenExp4 are recorded 
in Table 11. These scenarios are designed to study the influ-
ence of the parameter � on the performance of the proposed 

SCA-� HC algorithm. From Table 11, it can be seen that 
the performance of the proposed SCA-� HC algorithm in 
SenExp3 performs is better than the other scenarios (Sen-
Exp1, SenExp2, and SenExp4) by achieving the minimum 
total fuel cost (32766.33 $/h). Furthermore, the perfor-
mance of SenExp1 is worse than the other scenarios. This 
is because the value of the parameter � is set to zero, and 
thus the source of the exploration in the proposed algorithm 
is neglected. Therefore, the parameter � = 0.1 is used in the 
following experiments.

Similarly, the results of studying the bw impact on the 
behaviour of the proposed SCA-� HC algorithm are recorded 
in Table 11. The five experimental scenarios SenExp5 to 
SenExp9 are designed for this purposes. From Table 11, it 
can be observed that the performance of the proposed SCA-
� HC algorithm in SenExp6 is better than the other four sce-
narios (SenExp5, SenExp7–SenExp9) by getting the mini-
mum total fuel cost (32761.56 $/h). This is to prove that the 
0.01 is the suitable value for the parameter bw which is able 
to provide the correct trade-off between the global and local 
search capabilities. In a nutshell, bw = 0.01 will be used in 
the following experiments in this case study.

The results of studying the effect of the parameter R� on 
the behaviour of the proposed SCA-� HC algorithm are sum-
marized in Table 11. The last five experimental scenarios 
(SenExp9–SenExp14) are designed for this purpose. From 
Table 11, it can be seen that the performance of the proposed 
SCA-� HC algorithm in SenExp12 perform better than the 
other four scenarios by achieving the minimum total fuel 
cost (32761.56 $/h). On the other hand, the performance 
of SenExp14 is better than the other four scenarios by get-
ting the minimum mean cost (32794.94 $/h). However, the 
minimum total fuel cost will be used for comparison with the 
other methods in the literature, and thus leads us to use the 
results obtained by SenExp12. This is to prove that �=0.1, 
bw=0.01, and R�=0.01 are the best parameter settings of the 
proposed algorithm which is able to strike the right balance 
between the exploration and exploitation, and thus navigate 
the search space of this version of the ELD problem to get 
better results.

Finally, the best results obtained by the proposed SCA-
� HC algorithm against those of the the other fourteen algo-
rithm are recorded in Table 12. The results of the proposed 
SCA-� HC algorithm are taken from Table 11. It can be 
seen from the results provided in Table 12 that the CS and 
CLCS-CLM algorithms are able to obtain the same best 
results (32704.45$/h). On the other hand, the performance 
of proposed SCA-� HC algorithm performs is better than the 
original version of the SCA algorithm, where the difference 
between the two algorithms is (474.85 $/h). Furthermore, 
the performance of the proposed SCA-� HC algorithm is bet-
ter than the performance of CPSO, HBF, HS, IHS, PSO, and 
PVHS algorithms. While the performance of the proposed 

Table 10  Comparison results on 13-unit generator system with 
demand of 1800 MW

Algorithm Best cost Mean cost

SCA-�HC 17960.39 17960.96
SCA 18097.94 18163.24
ABOMDE 17963.85 17967.36
�HC 17960.41 17988.60
�-GWO 17960.38 17960.63
DHS 17960.37 17961.12
FCASO-SQP 17964.08 18001.96
GA-PS-SQP 17964.00 18199.00
GWO 17972.94 NA
HCASO 17965.15 18022.04
HHS 17963.83 17972.48
HMAPSO 17969.31 17969.31
HQIPSO 17966.37 18081.05
HS2 17965.62 17986.56
IHS2 17960.37 17965.42
MPDE 17960.37 17960.37
MSL 18158.68 NA
NDS 17976.95 17976.95
NSABC 17972.96 18022.86
NSS 17976.95 17976.95
NUHS 17960.37 17987.10
QIPSO 17969.01 18,075.11
RCGA 17963.86 NA
SDP 17963.98 NA
THS 17960.37 17977.60
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SCA-� HC algorithm are competitive with other comparative 
algorithms.

4.6  Case 6: 40‑unit generator system with demand 
of 10,500 MW

The system considered in this case study consist of 40 
generating units with valve point effects. Furthermore, the 
transmission loss is neglected, while the expected power 
load demand is 10,500 MW. The data of generating units 
of this system were taken from (Sinha et al. 2003). Table 13 
illustrates the results obtained by studying the impact of 
the different parameters settings on the performance of the 
proposed SCA-� HC algorithm. In this table, the best solu-
tion achieved by running each experimental scenario over 
30 replicated runs is recorded. The total fuel cost of the best 
solution, the mean costs, and the standard derivations are 
also provided in Table 13. The parameter settings of each 
experimental scenario is provided in Table 2. The best fuel 
cost is highlighted using bold font.

The parameter � is studied using four various values in 
four experimental scenarios (SenExp1 ( �=0), SenExp2 
( �=0.01), SenExp3 ( �=0.1), and SenExp4 ( �=0.5)). The 
results of running these scenarios over 30 times are sum-
marized in Table 13. Clearly, it can be seen that the higher 
value of � leads to worse results as seen in SenExp4, as 
well as ignoring the parameter � leads to worse results as 
illustrates in SenExp1. However, the performance of the pro-
posed SCA-� HC algorithm in SenExp2 is better than the 
performance of the other three scenarios (SenExp1, Sen-
Exp3, and SenExp4) by obtaining the minimum total fuel 
cost (121414.70 $/h). On the other hand, it can be seen from 

the results in Table 13 that the SenExp2 is able to obtain 
the minimum mean of costs in comparison with other three 
scenarios. This is prove that the value of 0.01 of the param-
eter � is the threshold value able to make a balance between 
exploration and exploitation for this case of ELD problem. 
Therefore, value of the � = 0.01 will be used in the follow-
ing experiments.

The five experimental scenarios (SenExp5 (bw=0.001), 
SenExp6 (bw=0.01), SenExp7 (bw=0.1), SenExp8 
(bw=0.5), and SenExp9 (bw=0.95)) are designed to study 
the effect of the parameter bw on the performance of the 
proposed SCA-� HC algorithm. Table 13 shows the results of 
running these scenarios. It can be observed from the results 
in this table that the higher values of the parameter bw leads 
to better results, while SenExp8 obtained the minimum total 
fuel cost (121414.70 $/h) in comparison with other four sce-
narios (SenExp5, SenExp6, SenExp7, and SenExp9). On the 
other hand, the SenExp9 produce the best results in terms 
of the mean cost (121439.12 $/h). In the following experi-
ments, bw = 0.5 is used since it achieves the minimum fuel 
cost as can be recognized from SenExp8.

Table 13 illustrates the results of running the five experi-
mental scenarios (i.e., SenExp10–SenExp14) which are 
designed to study the impact of the parameter R� on the 
behaviour of the proposed SCA-� HC algorithm. From 
Table 13, it can be shown that the results of the proposed 
SCA-� HC algorithm are enhanced gradually by increasing 
the value of R� based on the mean of costs. Furthermore, 
the performance of the proposed SCA-� HC algorithm 
in SenExp10 is the worse among the other five scenarios 
(SenExp10–SenExp14) by getting the worst results. This is 
because that the value of the R� is equal to zero, and thus 
the �-hill climbing optimizer is not functioned. On the other 
hand, SenExp12 is better than other scenarios by obtaining 
the minimum total fuel cost for this case of ELD problem. 
Based on above discussions, the settings of the three param-
eters of the proposed SCA-� HC are �=0.01, bw=0.5, and R�

=0.01 which are yielded the best results.
Finally, the best results of the proposed SCA-� HC algo-

rithm against those of the other forty seven comparative 
methods are recorded in Table 14. From Table 14, it can be 
seen that the performance of the HGWO algorithm outper-
forms the proposed SCA-� HC algorithm, as well as other 
competitive methods by obtaining the minimum fuel cost 
(121412.00 $/h). Furthermore, the proposed SCA-� HC algo-
rithm is ranked in the ninth position based on the results 
obtained (121414.70 $/h), where the difference between the 
results of the proposed algorithms and the results of HGWO 
is equal to 2.70 $/h. On the other hand, the performance 
of the proposed algorithm outperforms the original sine 
cosine algorithm (SCA), where the difference between the 
two algorithms is equal to 3870.79 $/h.

Table 12  Comparison results on 15-unit generator system with 
demand of 2630 MW

Algorithm Best cost Mean cost P
L

Output

SCA-�HC 32761.56 32799.42 30.5077 2660.51
SCA 33236.41 34690.21 36.5587 2666.70
CLCS-CLM 32704.45 32704.45 30.6614 2660.66
CPSO 32835.00 33021.00 32.1302 2662.10
CS 32704.45 32704.75 30.6614 2660.66
CS-CLM 32704.45 32704.45 30.6614 2660.66
GAPSO 32724.00 32984.00 31.7500 2661.75
HBF 32784.50 32976.81 28.9470 2658.95
HS1 32813.34 32910.65 30.6852 2660.66
IHS1 32830.34 32925.26 30.5336 2660.55
IPSO 32709.00 32784.50 30.8580 2660.80
JAYA 32712.65 32743.46 31.1936 2661.20
PSO 32858.00 33039.00 32.4306 2662.40
PVHS 32780.00 32892.46 32.1953 2662.28
SOH-PSO 32751.39 32878.00 32.2800 2662.29
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E+
00 Table 14  Comparison results on 40-unit generator system with 

demand of 10,500 MW

Algorithm Best cost Mean cost

SCA-�HC 121414.70 121444.94
SCA 125285.48 126144.35
ABC 121441.03 121995.82
ABOMDE 121414.87 121487.85
ACO 121811.37 121930.58
ARCGA 121415.50 121462.15
BGO 121479.50 121512.06
�HC 121414.68 121496.84
�-GWO 121415.09 121417.79
CBPSO-RVM 121555.32 122281.14
CLCS-CLM 121412.54 121412.99
CS 121457.16 121512.30
CS-CLM 121450.41 121503.55
CSOMA 121414.70 121415.05
DE-BBO 121420.89 121420.90
DVL-MILP 121413.00 NA
FAPSO 121712.40 121778.25
FAPSO-NM 121418.30 121418.80
FCASO-SQP 121456.98 122026.21
FFA 121415.05 121416.57
GA-PS-SQP 121458.00 122039.00
GSO 124265.40 124609.18
GWO 121488.40 NA
HCA 121414.70 121415.05
HCASO 121865.63 122100.74
HCPSO 121865.23 122100.87
HCPSO-SQP 121458.54 122028.16
HGWO 121412.00 121419.00
HHS 121415.59 121615.85
HMAPSO 121586.90 121586.90
HQIPSO 121418.60 121427.47
MDE 121414.79 121418.44
MPDE 121412.54 121412.62
NDS 121647.40 121647.40
NSABC 122270.91 123675.40
NSS 122186.90 0.00
NUHS 121412.74 121549.95
PSO-MSAF 121423.23 NA
QGSO 124265.40 124609.18
QIPSO 121448.21 122225.07
RCGA 121418.72 NA
SDP 121412.54 NA
SOMA 121418.79 121449.88
SSA 121412.35 121412.97
THS 121425.15 121528.65
TLA 122009.77 122074.90
TS1 122288.38 122424.81
TSARGA 121463.07 122928.31
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4.7  Convergence analysis

In order to study the hit rate of using heuristic search (i.e., �
HC) in SCA, the hit rate parameter can be considered as R� . 
Note that this parameter determines the percentage of hitting 
the � HC by SCA. This parameter is studied with different 
values as shown in Table 2. The results obtained by the dif-
ferent values of R� can be shown in Tables 3, 5, 7, 9, 11, and 
13. As can be aware from the results, when the value of R� 
is small, the best results will be better. Therefore, when the 
number of hit rate of � HC from SCA is small, the behavior 
of the proposed method tends to be better due to its ability 
in achieving the right balance in exploration and exploitation 
during the search.

Figure 4 plots the convergence behaviour of the proposed 
SCA-� HC algorithm against the original version of sine 

cosine algorithm (SCA) on the different cases of ELD prob-
lems. It should be noted that the x-axis represent the number 
of iterations, while the y-axis represents the total fuel cost 
($/h). The number of iterations are chosen carefully in order 
to visualize the differences among the results of the two 
algorithms. The parameter settings of the SCA-� HC algo-
rithm are the setting of the experimental scenario obtained 
the minimum fuel cost for each ELD problem. From Fig. 4, 
it can be seen that the SCA-� HC algorithm obtains near 
results to the optimal in the early stages of the search pro-
cess. Furthermore, the figure reveals big differences between 
the results of the SCA-� HC algorithm and those of the SCA 
algorithm especially for Case 3, Case 4, Case 5 and Case 6.

Fig. 4  The convergence plots of the proposed SCA-� HC algorithm for different ELD problems
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5  Conclusion and future work

In this paper, the economic load dispatch (ELD) problems 
are tackled using a hybridized version of Sine Cosine Algo-
rithm with �-hill climbing ( �HS) optimizer using six real-
wold problems of different number of generating units. ELD 
is tackled by achieving the total load demand generated by 
power units with minimum fuel costs with respect to several 
types of constraints such as equality constraints, inequality 
constraints, ramp rate limits, and prohibited operating zones. 
Although this problem is solved using different optimiza-
tion algorithm, population-based algorithm has revealed 
very successful outcomes. Sine cosine algorithm (SCA) is 
the recent population-based optimization algorithm utilized 
the survival-of-the-fittest principle using Sine and Cosine 
trigonometric functions. In order to efficiently navigate the 
ELD search space and achieve the right balance between the 
exploration and exploitation, �HC, the recent local search 
algorithm, is hybridized with SCA as a new operator to 
help in exploiting the search space regions to which SCA 
explored.

The proposed algorithm is abbreviated as SCA-� HC 
which is evaluated using six real-world cases: 3-unit genera-
tor with 850 MW, 6-unit generator with 1263 MW, 13-unit 
generator with 2520 MW, 13-unit generator with 1800 MW, 
15-unit generator with 2630 MW, and 40-unit generator with 
10500 MW. The effect of the control parameters (i.e., � , bw, 
R� ) on the convergence behaviour of the proposed SCA-� HC 
is studied through 14 convergence scenarios with different 
values. In conclusion, SCA-� HC has the best performance 
when the � , bw, and R� have small values. For comparative 
evaluation, the results produced by each ELD case is com-
pared against several state-of-art methods. In a nutshell, the 
proposed SCA-� HC is able to yield the best overall results 
for 3-unit generator with 850 MW. Furthermore, it is able to 
produce the second-best results for 13-unit generator with 
2520 MW, and the third-best results for 13-unit generator 
with 1800 MW. It occupies the 6th position out of 15 com-
parative methods for 6-unit generation case. It is also able to 
achieve the seventh position out of 15 comparative methods 
for 15-unit generator with 850 MW and the ninth position 
out of 48 comparative methods for 40-unit generator with 
10500 MW. This reveal the viability of the proposed SCA-
� HC for ELD domain and power systems in general.

As the proposed SCA-� HC reveals very promising results 
for ELD problem, in the future, it can be utilized for other 
developments such as: 

1. Tackling other Engineering optimization Problems with 
multi-objective features such as truss structure.

2. Investigating other local search algorithms in SCA such 
as Simulated Annealing, Tabu Search, VNS, Iterated 
Local Search, and others

3. Adapting SCA-� HC for other versions of ELD problems 
with more challenging constraints to be more realistic 
such as the transmission losses and multiple fuels con-
straints .
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